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Problem Statement
● User data collected by companies 

used to train algorithms.
● Such algorithms can lead to 

unwanted consequences -- causing 
harm to the users.

● The authors treat these biases as 
bugs.



Association Bug
● Fairness in prior works -- Strong statistical dependency between algorithm 

output and protected user groups.
● But they lack

○ Wide-applicability
○ Scalable assessment
○ Inclusion of natural explanatory factors (Berkeley admissions)

● They define association bug in context of subpopulation and presence of 
explanatory factors, use it in a testing toolkit for a wide-variety of tasks and 
datasets.

● It’s a post-processing technique.



Contributions
● Unwarranted Association (UA) Framework

○ Define investigation primitives for widely applicable tasks.

● Association-guided tree construction algorithm
○ Find semantically meaningful user subpopulation.

● FairTest: Testing and Debugging Tool
○ A system and API to run tests.

● Evaluation on synthetic and real-world datasets
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UA Framework
● Unwarranted Association is defined as

Any statistically significant association, in a semantically meaningful user 
subpopulation, between a protected attribute and an algorithmic output, where the 

association has no accompanying explanatory factor.



Methodology
● Data Collection and Pre-Processing

○ Output of algorithm: O
○ Protected attributes: S
○ Contextual attributes: X
○ Explanatory attributes: E

● Integration and Explanatory Factors
○ Some associations may be acceptable or necessary.
○ E.g. hiring based on qualifications, which can be proxy for age.



Methodology
● Selection of Appropriate Metric

○ Frequency Distribution Metric

○ Mutual Information (MI)

○ Pearson’s Correlation
○ Regression
○ Conditional Metric



Methodology
● Testing Across User Subpopulation

○ Testing on full user population is not enough.
○ Use contextual features X to successively split users into smaller subsets with stronger 

associations.

● Adaptive Debugging
○ Debugging needs subsequent investigations.
○ Statistical validity.



Core Investigation Primitives
● Testing

○ Using metrics to test for suspected association, conditioned on explanatory feature.

● Discovery
○ Applies to cases with large space outputs, where it’s hard to know them a priori.

● Error Profiling
○ Measure the accuracy of the classifier w.r.t. to the utility to the user.



Outline
● Problem Statement
● Contributions
● UA Framework
● FairTest Design
● Evaluation
● Discussion



FairTest Design
● Association Report Example

○ Simulated Pricing Scheme, similar to 
Staples’.

○ Gives discounts to user located 
within 20 mi of competing 
OfficeDepot stores.

○ Protected attribute: ‘income’
○ Output: ‘price’
○ Shows contingency table



Architectural Components
● Dataset, 

○ Split into train and test set, 



Association Context Discovery
● “Zoom into” as user population
● Use guided decision-tree construction

○ Similar to decision-tree learning

● Split D based on Xi ∈ X into subsets D 
= {D1, D2,...}

● If Xi is categorical:
○ Split into one subset per value

● If Xi is continuous:
○ Binary splits based on some threshold t
○ To choose t, we sort D with the values of Xi, 

and test unique value of Xi

● A valid split has higher association than 
the one over D



Statistical Validation and Ranking
● Validation is needed cause Association Context Discovery maximizes 

association over a finite user sample (Dtrain).
● We need an independent test sample (Dtest) for validation.
● Ideally, |Dtrain| = |Dtest|
● Employ p-value under null hypothesis and association metrics are estimated 

with confidence intervals (CI).
● Dataset Management

○ Test sets are independent of hypothesis in the first investigation, not independent of 
hypotheses formed over subsequent investigations.

○ Users specify a budget B upfront, so that FairTest can earmark B test sets for each 
investigation.



Explanatory Attributes
● After seeing unfair effects, the analyst 

re-runs the tests, using conditional 
association metrics.



Summary
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Evaluation
The evaluation is designed at address three questions:

1. Is FairTest effective at detecting association bugs?
2. Is it fast enough to be practical?
3. Is it used to identify and debug association bugs in a variety of applications?



Detection Effectiveness (Q1)
● Microbenchmark

○ Generate ~1M synthetic users from 
U.S. Census data.

○ Introduce disparity to algorithm 
outcome.

■ Output “1” to 60% of high-income 
users and 40% of low-income 
users, for White users in CA.

■ Δ implies difference in output 
proportions.

○ Inject 10 randomly chosen 
discrimination contexts, for various 
subpopulation sizes.



Detection Effectiveness (Q1)
● Real-World Apps and Datasets

○ Staples’ Pricing Scheme
○ Predictive Healthcare app
○ Image Tagger based on Caffe, trained 

on ImageNet
○ Movie Recommender, trained on 

MovieLens data

● No ground truth available for these 
datasets

○ Detections on discrimination contexts of 
different sizes appear accurate, and 
revelatory for an investigator



Performance (Q2)
Timing



Performance (Q2)
Subpopulation Discovery



Investigation Experience (Q3)
Predictive 
Healthcare



Investigation Experience (Q3)
Image Tagger



Discussion
● Use of regression to find bugs with large output space.
● Defining fairness as a measure of utility for the user subgroup.

○ Error Rate

● Extensive Testing Suite
○ Open sourced code

● Investigate Explanatory Factors for association bugs
● Limited to statistical tests
● Remediation: Batteries not included



Thanks!

Questions?


