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Moftivation Suggestions: one gender!
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0.71

T

0.03 difference in avg relevance.
0.32 difference in avg exposure.

Ranking
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> MRelevance O Prob. of interview (Exposure)

Job Seeker Example Search for CEO in a serach engine

Singh, Ashudeep, and Thorsten Joachims. "Fairness of exposure in rankings." Proceedings of the 24th ACM SIGKDD International
Conference on Knowledge Discovery & Data Mining. 2018.



INfroduction

Recommender systems

Two-sided member-to-member

Single-sided
9 marketplace
members viewing: when members can serve multiple
. tems functions:
 Products ,
e JODbS » feed ranking
. Movies « people or friend
. Restaurants recommendations

e Seadrch systems
* recruiters searching for job
candidates



INfroduction

Goal; How?e

Guarantee that the rankings are fair ~ * Define a multi-session ufility ana
to: add fairness constraints for

destination memlbers across
multiple sessions
« The source members initiating the
queries « Add fairness constraints for source
members

. The destination members who are  * Scale forlarge-scale

being returned by the query recommender systems by using d
duality idea



People You May Know (Linkedin)

e PYMK Is a Member-Member
Marketplace

e Fairness based on Gender attribute
(Similar setfting for IM, FM)

e Destination Side Fairness
o Directly observable by memlbers

e Source Side Fairness
o Unobservable by individuadl
memlbers
o Can be exposed If audited

Source: Member who looks at ranking

Suggestions: one genderl
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A General Framework

Fairness of Exposure in Rankings
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g\lstlP = argmaxp ul Py (expected utility)
;;%g‘ffibi st. 1TP =11 (sum of probabilities for each position)
otony PT1 =1 (sum of probabilities for each document)
0<P;;<1 (valid probability)
P is fair (fairness constraints)
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P forms a doubly stochastic matrix of size N x N

Preliminaries

Probabilistic Rankings 0.4 0.1

P; i the probabillity that ranking R P = 03 03 04

places item i at rank j 0.3 0.2 0.5

Birkhoff-von Neumann (BvN)

decomposi’rion: 0 04 02 04 0 1 0 0 0 0 0 1
Ra — 04 04 O 0.2 - 04 1 0 0 0 +O4 0 1 0 0
doubly stochastic matrix into a convex o4 R 0 0 0 0 1 0 t 0 0 0
sum of permutation maftrices 02 0 04 04 0 0 0 1 0 0 1 0

0 0 1 0

A=0{A1+0Ar +---+0,,A, opls & ¥ 3

o 1 0 o

1 0 0 0




Preliminaries
Probbabllistic Rankings

Expected utility for a probabillistic
ranking:

Rewrite It as a matrix product:

Discounted Cumulative Gain
(DCG) can be represented In this
format:

P is a doubly stochastic matrix of size N x N

o 1
Vi = log(1+j)

N
UPlg)= ) ) Piju(dilg) ()

d;ieD j=1
T
U(P|g) =u” Pv
orel(d|u,q) _
DCG(r|q) = u;uP(u‘q) Z log(1 + rank(d\r))




Optimizing Fair Rankings via Linear Programming

e MaxiMmizing source side utility e fairness constraints on the desfination
members.

e Solve problem per session!
P(i, j): probability of showing the i-th destination member in the j-th slot

P = argmaxp ul Pv (expected utility)

st. 1P =17 (sum of probabilities for each position)
P1 =1 (sum of probabilities for each document)

0<P;;<1 (valid probability)

P is fair (fairness constraints)

Singh, Ashudeep, and Thorsten Joachims. "Fairness of exposure in rankings." Proceedings of the 24th ACM
SIGKDD International Conference on Knowledge Discovery & Data Mining. 2018.



Fairness Measures

Destination Side Metrics
o Demographic Parity (Equality of Exposure)

Exposure(Go|P) = Exposure(G1|P)

m Average exposure of the groups are equal in each query.

o Disparate Treatment

m Average exposure of the groups proportional to their utility are equal in each

query.

o Disparate Impact

Exposure(Go|P)  Exposure(Gq|P)
U(Golg) U(G1lq)

m Average impact (eg CTR) of the groups proportional to their utility are equal in

query

CTR(Go|P)  CTR(G|P)

U(Golq) U(G1lq)




Demographic Parity

Avg Exposure for a group

Position BiAs

o 1
Vi = log(1+/)

Exposure for a member

Exposure(Gg |P) = Z Exposure(d;|P)

| d €eGy

Exposure(di\P) — Z Pi,jVj
j=1

Average exposure of the groups are

equal In each query.

Exposure(Go|P) = Exposure(G |P)
1 N
alren > ZP,]VJ_ TN > ZP,,VJ
0 d; Gy J=1 d;€Gq ]
Z ]Zvl(ﬂdiEGO HdiEGl )P
— — i,jVj =
icpi=\ 1Gol |G1
14.c 1.
& fTPv =0 (with f; = —=e — —7CL)




Exposure(G |P) =

Disparate Treatment

1
G

Z Exposure(d;|P)

k‘ d; eGy

Average exposure of the groups proportional to their utility are

equal In each query.

Exposure(Go|P)  Exposure(Gi|P)
U(Golg) U(G1lqg)

1 N p. .v. 1 N p. .v.
Go] 2di €Go 24j=1 Pi, jV 1G] 2.d;€Gy 2j=1Pi,jVj

“diEGO

U(Gi1lg)
)Pi,jvj =0

“ dl‘EGl

_ S | o
Gkl 46, UGolg)
& ]ZV:]ZV:( Ld,<Gi — l4;ec
£1 24\ 1Go[UGolg) ~ 1G11UGlg)
& f1Pv=0 (with f; = (

|Go|U(Golq)  |G1]U(Giq)

)




Disparate Impact

P(click on document i) = P(examining i) X P(i is relevant)

= Exposure(d;|P) X P(i is relevant)

N
= (Z Pi,jVj) X Uj
J=1

Average impact (e.g. CTR) of the groups proportional to their
utility are equal in query

CTR(GL|P) =

|k\

Z ZP”u Vj

1€Gy J=

CTR(Gy|P) _ CTR(G1|P)
UGolg)  U(Gilg)
& Siec N Pijuiv; i Sieg, SN Pijuiv;
U(Golg) - U(G]q)
= ii( lg,ecc,  laeq, )u.P. o
i=1 j=1 |Go|U(Golg)  |G1|U(G1]q) Lt Ly —

o , o lajecy,  lajeq
S fPv=0 (with ; = (\GO|U(GO\q) |G1|U(G11q)

u;)




Two-sided Fair Marketplace

optimization-based framework Expanded framework

e Maximizing source side utility e Fairness constraints for desfination
memlbers at multiple sessions by
e Mmaintaining fairness constraints on considering the multi-session utility

the destination members.

e Adding fairness constraints for
® POSst-processing source members
e Post-processing

e Detailed Design

e Detailed Design

.. T
Maximize u, Psv
Destination Side Fairness Multi-Session Fairness

Subjecttol P, =1, P,1<1, 0< P,(d,r) <1, and m



https://arxiv.org/pdf/1802.07281.pdf
https://arxiv.org/pdf/2006.12756.pdf

Two-Sided Fair Marketplace

A Post-Processesing approach:

« Operates on the final ranking with fairness constraints
(very generally applicable)

« Agnostic to the underlying model architecture

« Suitable for large-scale recommender systems



Two-sided Fair Marketplace

Most recommender systems:

Usource Pq d .. — uT P.u
maximizing source side utility | Z‘ ZT ;s d )Ur s+ S

P(d, r): probabllity of showing the d-th destination
memlber in the r-th slot for source s and query g

Expanded Framework:

Destination side utility UgeSt(s, d) = u, 4 E Pi(d,r) - vr = ug ;PI(d,-)v

1. much harder to tackle

2. depends of different queries
arising from different sources




Destination Side Ufility

N
expected utllity a destination U deSt(d) [T] — Zz’:l pT_@U (Sti ; d)

member d receives

p is an appropriately chosen discount rate

average cumulative ufility for 1 dest

group G at time t L] = U™ (d)][t
pe [t = 17 Dy, U@L

incremental utility [ [ _
A,UG;.c 1| = pg, T] — HGy _t]

equality of average incremental
utility across groups A/LGk

(Multi-session Dest-side Fairness)

T] = Apg,, [T




Multl-session Destination Side Fairness Constraint

We can rewrite It as:

Apg,|T] = Apg,, |T

=

q
us,d (

]]-dGGk
Gk

G/ |




Two-sided Fair Marketplace Optimization Details

Optimization problem with multi-session Fairness:

Maximize u, P,

Subject to 1'"P,=1, P1<1, 0< P(d,r) <1, and m

Destination Side Fairness Multi-Session Fairness

Vectorized form:

Max p' (u-v)

s.t. pT(fk,k/-v)zO, pT(&-v):c, Ly :Ly:---:Inlp=1and paeT,, Vde M

Add a regularizer + better format

Maximize p ' (u - v) -

2

YT

subjectto Ap<b and pgeT,, Vde M




Two-sided Fair Marketplace Optimization Details

p'p subjectto Ap<b and pseT,, Vde M

Maximize p ' (u - v) -

Y
2

« Solve the optimization problem

» Obtain the dual variables (4, A, n)

« Obtain the primal solution from duals
(Drastically reduces the latency cost)

pa(A1, A2,n) = Ilr,, (% {(w-v)a =M (frx -v)a — A2(t-v)g — 77})




Extension to Source Side Fairness

ensuring that they receive comparable expected utility across groups over
multiple sessions.

E [Usource(Gk, T)] __ Zz@<T pT—tz- U;Surce(@) — Zi:ti<T pT—tiu;—iPSiv

E [USOUI’C@(G]C’ T _|_ 5)] — IE [USOUI’CG(Gk/ , T _l_ 5)]

u;rPsv — F [Usource(G@’ T - 5)] o p(SE [Usource(%) T)]

since the rar

side utility, it
consistently achieving poorer utility in a well- fur

king algorithmr

IS unlikely tr

s are by default frying to opfimize the source

at a group of sou

rce members would be
ctioning system




Extension to Source Side Fairness

ensuring that they receive comparable expected utility across groups over
multiple sessions.

Minimize E

Subject to 1

-
b £k |us PS’U — Ck K/

Psz]., Pslgl, OSPS(d,T)S]., fk,k/PS’wZO, ’&ISPS’I.U:C

Ch k! = 1D [Usource(leyT 14 5)] o p(SE [Usource(Gk, T)]

since the ranking algorithms are by default trying to optimize the source
side utility, It is unlikely that a group of source members would be
consistently achieving poorer utility in a well- functioning system




Experiments (Simulation Setup)

* A graph to represent connections between members
« Standard undirected graph, not bipartite

« A.is the adjacency matrix at fime t
Affrapn(i,7) = A2(i, §)

Affmember(iaj) — _HXZ _ XjH2

« Graph Evolution
A vertex i is picked at random.
For each other vertex |, a "“model” score s{i, |) Is computed as

s(i,7) = p(Gi, G;) exp(AAffGraph (7, 7)) exp (AT member (7, 7))




Experiments

Fairness adjustments:

1. No fairness adjustment in the ranking (noReranker)

2. Equality of opportunity, using the primal for desfination side fairness
(primal)

3. Equality of opportunity, using the dual method for destination side
fairness (dualNoDynamic)

4. Multi-Session destination utility adjustment via the duadl
(dual WithDynamic).



Experiments (Simulation Results)

Simulation Deftails:
1000 members and 1000 iterations

. Ratio of % Total
Settings Method ADP A|DP| Source Utility | Destination Utility
<hown membdre ~ NOReranker -0.0216 | 0.1964 0.5100 0.7051

Cmy= 10 primal 0.0179 | 0.1671 0.5024 0.5371
=50 | dualNoDynamic | 0.0055 | 0.2125 0.5100 0.5860
'atrzf‘r’;:;'a' dualWithDynamic | 0.0249 | 0.2008 0.5100 0.5706
noReranker -0.0072 | 0.1182 0.5100 0.7059
m = 20 primal 0.0109 | 0.1002 0.5023 0.5269
t = 50 dualNoDynamic 0.0122 | 0.1090 0.5099 0.5536
dualWithDynamic | 0.0155 | 0.1099 0.5099 0.5371
noReranker -0.0072 | 0.1182 0.5100 0.7059
m = 20 primal 0.0109 | 0.1002 0.5023 0.5269
t = 20 dualNoDynamic 0.0177 | 0.1105 0.5099 0.5210
dualWithDynamic | 0.0185 | 0.1090 0.5099 0.5166
Adding fairness re-rankers:
* help rebalance destinafion utility (

« not significantly altering source utll

ast column)
Ity meifrics (see the 5th column)




Conclusion (My Thoughts)

1. Novel ldea by Designing multi-session dest-side ufility
Enables introducing multi-session dest-side utility and source-side utility

2. Using dual trick makes it flexible for large-scale implementation

3. Evaluatfion on only one fairness constraint (Demographic Parity)
Since ufility Is available in fest fime Disparafte Treatment could be evaluated too.

4. Does not provide different trade-offs between Utility and Fairness

5. Evaluation needed on Real-world Large-Scale data



Thank you
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