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Bias in data



Why is data biased?



Pre-existing bias

Historical discrimination. e.g. Redlining

Explicit human bias 

Implicit biases: Most of us, even if we try to be fair, have

There is a long history of discrimination against people based on sex, religion, 

race, ethnicity, sexual orientation, and so on.  These biases get reflected in the 

training data we see.



False stereotypes

● When you imagine a “doctor” you probably

picture a man, but for a nurse you picture a 

woman. 

● How about god?



The Big Data Pipeline (CACM 2014)



Bias in Data acquisition (selection bias, aka 
sampling bias)

collected data doesn’t accurately represent the environment the program is 

expected to run into.

Often we cannot get the data we want, so we use the data we can get.

We need opinions for all citizens, we use Twitter as a proxy, knowing that not 

everyone tweets, and this is a biased sample, which skews younger, more tech-

savvy, better off, and so on.

We want to know the number of crimes committed, which is really unknown.  So 

we use the number of crimes recorded by the police, which is not a random 

sample of the crimes committed.



Selection bias

● Google Gorilla

● Nikon camera’s open eyes 

detection

● The face tracking feature of the HP 

web cams
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Selection bias

● Medical drug trials



Bias in feature extraction

● How to digitize an object can introduce bias

○ Resume

○ GPA

● Feature definition: If exactly two values are allowed for gender, then we so 

not have the ability to represent other genders.



Bias in data cleaning -- Exclusion bias

● excluding some feature(s) from our dataset usually under the umbrella of 

cleaning our data

● Deleting a record from the majority is not very harmful

● Deleting a record from minorities (under-represented group) can 

significantly increase bias



Bias in data annotation – observer bias

● The tendency to see what we expect to see, or what we want to see.  

(passing human bias into data)

○ It may significantly increase bias, as it is the opinion of (probably) a single individual

● Example: Is Intelligence influenced by status? — The Burt Affair

○ Burt’s approach to intelligence testing allegedly proved that children from the working 

classes were in general, less intelligent. 

○ This led to the creation of a two-tier educational system in England in 1960s



Bias in data aggregation

● Wrong Entity Resolution for underrepresented groups



Bias in representation (embeddings)



Bias in Modeling

If we use a standardized test as a proxy for intellectual ability, we are selecting 

particular aspects of intelligence to focus on, and we are ignoring the impact of 

test-taking skills and test preparation.

The list of modeling choices is very long, with personal biases getting reflected in 

these choices, often without even the modeler aware of it.



Bias in rows v.s. columns

● Bias in rows: Not enough representative tuples 

from minority (sub)groups

● Bias in columns: Features are biased 

(correlated) with sensitive attributes

𝑡1

𝑡2

𝑡3

𝑡𝑛

𝑥1 𝑥2 𝑥𝑚𝑥3



Other notions



Diversity

Diversity constraints require that there be enough representation of even small 

protected groups so that they are not ignored.

Bias in rows

Diversity v.s. fairness



Stability and Robustness

● Small changes in model parameters change the output

○ Decisions based on which are questionable (not fair)

● Small changes in input data changes the algorithm output/performance

○ Noisy data (who knows what the real value was?)

○ Distribution drift
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Robustness

● Robust is a characteristic describing a model's, test's, or system's ability to 

perform effectively while its variables or assumptions are altered. A robust 

concept will operate without failure and produce positive results under a 

variety of conditions.

● For statistics, a test is robust if it still provides insight into a problem despite 

having its assumptions altered or violated. 

https://www.investopedia.com/terms/r/robust.asp



Toy Example
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● “It is easy to see why the U.S. News rankings are 

so popular. A single score allows us to judge 

between entities”

● “Rankings depend on what weights we give to 

what variables”

● “This idea of using the rankings as a benchmark, 

college presidents setting a goal of ‘We’re going to 

rise in the U.S. News ranking’ …”
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Explainability

● Are you able to provide an explanation on why a specific outcome has been 

generated?

● To which extent the internal mechanics of a system can be explained in 

human terms.

● Why x is labeled as positive?

○ Lime 

○ Decision Trees



Interpretability

● Explainability and interpretability are often used interchangeably

● To which extent, a cause and effect can be observed within a system.

● To which extent, you are able to predict what is going to happen, given a 

change in input or algorithmic parameters.



Understandability

● To be understood by

regular users of the system

and those being impacted

Understandable AI is the domain of UI/UX designers and product 

developers in collaboration with AI engineers and data scientists.



Equity v.s. Equality



Trust

● To which degree one can trust the outcome of a model?


