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Motivation

Potential harms from the under-representation of minorities in data,
particularly in multi-modal settings, is a well-recognized concern.
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Motivation: HP Webcams
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https://www.youtube.com/watch?v=t4DT3tQqgRM&t=9


How to resolve it?

Available sources for collecting more data?

1 Yes: Distribution tailoring (Fair Data Integration) [NAJ21]

2 No:?

Our Idea

Use generative AI to create synthetic data to resolve
under-representation of minorities

Challenges
1 Minimal set of synthetic tuples

2 Semantic integrity of the dataset

3 Quality of generated tuples

4 Cost-effectiveness of repair process
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Problem Setting

Given: Data Model

A dataset of multi-modal tuples (e.g., images) D = {t1, · · · , tn}
d ≥ 1 attributes of interest x = {x1, · · · , xd} (e.g., gender, race,
age-group, etc.)

Cartesian product of a subset of x′ ⊆ x, form the subgroups (e.g.,
black-female)

▶ Level of a subgroup: No. attributes in it (e.g., ℓ(black-female) = 2)
▶ A Combination: A group g, where ℓ(g) = d

Given: Foundation Model

Generates a synthetic tuple (e.g., image) based on a Prompt, and a
Guide: a (tuple,mask) pair

Goal

Minimally Augment the dataset to ensure coverage for all subgroups at
a level ℓ

A. Asudeh InDeX Lab @ UIC Nov. 2024 12 / 45



System Overview
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Experiments Highlight: Image, Data Coverage

FERET-DB

Animals
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